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\textbf{A B S T R A C T}

The conventional technologies and methods are not able to store and analyse recent data that come from different sources: various devices, sensors, networks, transactional applications, the web, and social media. Due to a complexity of data, data mining methods should be implemented using the capabilities of the Cloud technologies. In this paper, a new web-based solution named DAMIS, inspired by the Cloud, is proposed and implemented. It allows making massive data mining simpler, effective, and easily understandable for data scientists and business intelligence professionals by constructing scientific workflows for data mining using a drag and drop interface. The usage of scientific workflows allows composing convenient tools for modelling data mining processes and for simulation of real-world time- and resource-consuming data mining problems. The solution is useful to solve data classification, clustering, and dimensionality reduction problems. The DAMIS architecture is designed to ensure easy accessibility, usability, scalability, and portability of the solution. The proposed solution has a wide range of applications and allows to get deep insights into the data during the process of knowledge discovery.
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1. Introduction

Data mining is an important part of the processes of knowledge discovery in medicine, economics, finance, telecommunication, and various scientific fields. Data mining helps to uncover hidden information from an enormous amount of data that are valuable for recognition of important facts, relationships, trends, and patterns. Moreover, data mining techniques are effective in the face of modelling and simulation tasks. For several decades, the attention was focused on new data mining methods, and software was developed to implement these methods [1–3]. However, most of the widely used software solutions were designed as standalone desktop applications. They include methods for data pre-processing, classification, clustering, regression, association, and dimensionality reduction [2]. The application of these data mining methods can uncover non-trivial knowledge from the simulated and real-world data.

Recently, the amount of data collected and stored across the world has been increasing at the exponential rate. The data are being produced by various devices, sensors, networks, transactional applications, the web, and social media. Usually, the data are large scale and heterogeneous. The conventional technologies and methods, available to store and analyse the...
data, cannot work efficiently with such an amount of them. Moreover, the Cloud gives new technological opportunities for these methods [2,4,5]. New technologies have boosted the ability to store, process and analyse the massive data. As Cloud-based technologies and platforms gain in popularity, new data mining and machine learning algorithms have been developed as the Cloud services. Moreover, another new trend known as big data brings new challenges to data mining due to large volumes and different varieties of data. The common methods and tools for data processing and analysis are unable to manage such data by conventional ways. Thus, the Cloud and big data not only yield new data storage and processing mechanisms but also introduce ways of the intelligent data analysis.

Due to the complexity of data, various data mining methods should be used jointly. The goal to make massive data mining simpler, effective, and easily understandable for data scientists and business intelligence professionals can be achieved by constructing scientific workflows for data mining process using a drag and drop interface. The usage of scientific workflows allows composing the convenient model of data mining process covering a number of different methods. Thus, the simulation and solving of real-world time- and resource-consuming data mining problems may be realised. Inspired by the aforementioned challenges facing data scientists and business intelligence professionals, a new web-based solution DAMIS has been developed.

The paper is structured as follows. In Section 2, the related works on the Cloud technologies and the state-of-the-art data mining solutions are reviewed. Section 3 introduces a new web-based data mining solution DAMIS. The capabilities of DAMIS to solve various data mining tasks are demonstrated in Section 4. The last section concludes the paper.

2. Related works

Data mining algorithms and processes of knowledge discovery are usually compute- and data-intensive [16–8]. The Cloud offers a computing and data management infrastructure to support a decentralised and parallel data analysis. The innovative Cloud solutions are aimed at making data mining and knowledge discovery process more attractive and straightforward.

Extracting useful knowledge from huge data requires intelligent and scalable analytics services, programming tools, and applications [9]. The Cloud allows the user to obtain various services from data storage to data mining without investing in the architecture. In the last years, many standard data mining algorithms have been migrated to the Cloud that make them high efficient and scalable [10]. The growing number of real-world applications, such as recommendation systems [11,12] and health-care systems [13,14], shows the high significance of this approach.

2.1. Cloud technologies

The Cloud technologies become a major tool for new solutions of data mining and innovation in various fields of science and business. There is a large number of distributed and data-intensive applications and data mining algorithms that cannot be fully exploited without the Cloud technologies [15–18]. The world’s leading information technology (IT) companies conduct the research which becomes significantly related to the Cloud. The basic Cloud service types aggregate Infrastructure as a Service (IaaS), Platform as a Service (PaaS), Software as a Service (SaaS). As big data analytics becomes mainstream in the era of new technologies, Analytics as a Service (AaaS) is designed to help data scientists and business intelligence professionals to meet the growing demand for data analysis and research [19]. In order to use modelling and simulation on demand in the Cloud, a Modelling and Simulation as a Service (MSaaS) is introduced [20].

Cloud computing provides a possibility to access the distributed computing environments that can utilise computing resources on demand [21,22]. Cloud-based data mining allows distributing a compute-intensive data analysis among a large number of remote computing resources. Common software for Cloud computing has been based on a Service Oriented Architecture (SOA). It describes a set of principles allowing to build flexible, modular, and interoperable software applications. The implementation of SOA is represented by web services. A web service is a collection of functions that are packed and presented as a single entity published on the network and can be used by other applications through a standard network communication protocol [23]. The web service allows integrating heterogeneous platforms and applications. The services are running independently in the system, and external components do not know how the services implement the functionality. The components ensure that the services should return the expected results. So, web services are widely used for computing on demand [24]. WSDL (Web Service Definition Language), SOAP (Simple Object Access Protocol) and REST (REpresentational State Transfer) are concepts important to define web service oriented solutions.

The most known new products and services are Cloud-based solutions: Apache Hadoop and Spark, Amazon Web Services (AWS), Microsoft Azure, Google Cloud Platform, and others. Apache Hadoop1 is one of open source Cloud computing environments [25] that implements the Google MapReduce framework. MapReduce is a programming model for processing large data sets as well as a running environment in large computer clusters. Due to HDFS (Hadoop Distributed File System) Hadoop enables to save the computing time needed for sending data from one computer to another. The Hadoop Mahout2 library is developed for data mining, where classification, clustering, regression, and dimensionality reduction algorithms are

---

1 http://hadoop.apache.org
2 http://mahout.apache.org
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implemented. However, there are only a few data mining algorithms implemented due to the MapReduce limitations, and not always the existing data mining algorithms can be used easily and efficiently\(^3\).

Apache Spark\(^4\) is another open source parallel processing framework that supports in-memory processing to boost the performance of big data analysis tasks. Spark is designed to work with HDFS to improve the MapReduce technology. Spark makes it easier for developers and data scientists to work with data and deliver advanced insights faster. For data mining purposes, data scientists can use scalable machine learning library MLlib, where traditional machine learning and statistical algorithms have been implemented. Spark is a lot faster than MapReduce because of the way it processes the data.

Amazon Web Services (AWS)\(^5\) offer reliable, scalable, and inexpensive Cloud computing services: Amazon Elastic Compute Cloud (EC2), Amazon Simple Storage Service (S3). Amazon Elastic MapReduce (EMR) enables to process large amounts of data. It uses a Hadoop framework running on the web-scale infrastructure of EC2 and S3. It is possible to use different capacities to perform data-intensive tasks for applications in data mining, machine learning, scientific simulation, web indexing, and bioinformatics. Google has also introduced an on-line service to process large volumes of data\(^6\). The service supports ad hoc queries, reports, data mining, or even web-based applications. Microsoft Azure\(^7\) is another Cloud computing platform and infrastructure to build and manage applications and services through a global network. It provides both PaaS and IaaS services and supports many different programming languages, tools, and frameworks.

2.2. Data mining solutions

At the beginning of solving of data mining problems, the methods were rapidly developed by adapting mathematical statistics methods and creating new ones inspired by modern applications. Later on, the data mining software was developed to facilitate solving the data mining problems. The majority of software is open sourced and available for free. Therefore it has become very popular among data scientists.

Recently, a scientific workflow paradigm becomes widely used in the software with the user-friendly interface \([26,27]\). The functionality of scientific workflows allows researchers to compose and execute a series of data analysis and computation procedures in scientific applications. Moreover, the scientific workflows are computational steps for scientific simulations and data analysis processes. The development of scientific workflows is under the influence of e-science technologies and applications \([28–30]\). The aim of e-science is to enable researchers to collaborate when carrying out a large scale of scientific experiments and knowledge discovery applications, using distributed systems of computing resources, devices, and data sets \([31]\). Scientific workflows play a major role to reach this aim. First of all, the scientific workflows can be extremely helpful to compose convenient platforms for experiments by retrieving data from databases and data warehouses and running data mining algorithms in the Cloud infrastructure. Secondly, web services can be easily imported as a new component of workflows. Thus, the scientific workflows provide an easy-to-use environment for researchers to design their workflows for individual applications, to execute the workflows and to view the results in real time.

The scientific workflows provide multiple benefits \([32]\). They are useful for sharing knowledge as services for collaborating scientists. The workflows are able to deal with big data problems and with modelling and simulation of data mining tasks. The workflows can be utilised to conduct scientific simulations in a parallel and automated manner.

The synergy of Cloud computing possibilities and scientific workflow paradigm allows developing new scalable, extensible, interoperable, modular, and easy-to-use data mining solutions. One of the most popular open source data mining software is Weka \([33]\). It contains tools for data pre-processing, classification, regression, clustering, association rules, and visualisation. Weka4WS is an extension of Weka to support distributed data mining \([34]\). It is a desktop application with a possibility to select remote computing resources.

Orange4WS \([35]\) is an extension of another well-known data mining system – Orange \([36]\). Orange4WS includes some new interesting features comparing with Orange. There is a possibility to import external web services; only WSDL file location should be specified. The knowledge discovery ontology describes workflow components (data, knowledge and data mining services) in an abstract and machine-interpretable way.

The open source KNIME analytics platform \([37]\) helps to discover the hidden information in data and to predict new values. There is a possibility to use a KNIME commercial extension, KNIME Cloud Server, to run analytics on more powerful hardware by offloading computationally intensive tasks to dedicated hardware.

RapidMiner Studio \([38]\) offers a powerful, easy-to-use and intuitive graphical user interface for the design of analytic processes including data uploading from various sources, data pre-processing, model building and validation, as well as result visualisation. The commercial extensions RapidMiner Cloud and RapidMiner Radoop are available for executing high-performance, large scale predictive analytics on demand.

All the aforementioned data mining systems are standalone desktop applications. Nowadays web applications become more popular due to the ubiquity of web browsers. CloudFlows is a web application based on a service-oriented data
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3. \url{http://mahout.apache.org}
4. \url{http://spark.apache.org}
5. \url{http://aws.amazon.com}
6. \url{https://cloud.google.com}
7. \url{https://azure.microsoft.com}
mining tool [39,40]. It is an open source Cloud-based platform for composition, execution, and sharing of interactive machine learning workflows. Here the data mining algorithms from Orange and Weka are implemented as local services.

DAME (DAta Mining & Exploration) is an innovative web-based, distributed data mining infrastructure\(^8\), specialized in large data sets exploration [41]. DAME is organised as the Cloud of web services and applications. The idea of DAME is to provide a user-friendly and standardised scientific gateway to ease the access, exploration, processing, and understanding of large data sets. The DAME system includes not only web applications but also several web services, aimed at providing a wide range of facilities for different e-science communities.

The world’s leading IT companies offer Cloud-based products and solutions for data mining. Microsoft Azure Machine Learning (ML)\(^9\) is a Cloud service to build predictive analytics models and to easily deploy those models for consumption as the Cloud web services. A series of machine learning methods are implemented for data preparation, feature selection, anomaly detection, data classification, clustering, regression as well as for statistical functions and text analytics. With a browser at hand only, it is possible to upload data, and immediately start machine learning experiments. Azure ML enables to design machine learning workflows in the Cloud directly from the browser through a drag and drop interface. Such an approach makes the common machine learning tasks straightforward and quick.

SAS Enterprise Miner\(^10\) streamlines the data mining process in order to create accurate predictive and descriptive analytical models using massive data. It offers the state-of-the-art predictive analytics and data mining capabilities that enable to analyse complex data and to find insights useful for decision making. IBM SPSS Modeler\(^11\) is an extensive predictive analytics platform designed to bring predictive intelligence to decisions by providing a range of advanced algorithms and techniques that include text analytics, data mining, decision management and optimisation. Oracle Data Mining\(^12\) is a component of the Oracle Advanced Analytics Database Option that provides powerful data mining algorithms and enables to discover insights and make predictions. Amazon Web Services offers a broad set of global computing, storage, database, analytics, application, and deployment services that help to manage large scale applications. Amazon Machine Learning\(^13\) combines powerful machine learning algorithms together with interactive visual tools that guide easy creation, evaluation, deployment of machine learning models, and generation of predictions. It ensures a robust development, scalable and smart resulting applications.

The aforementioned commercial products can be not always suitable for the academic community despite the high functionality of these systems. Thus, free and open source products are gaining more and more popularity among data scientists due to not only their accessibility but also capability to extend, improve or even adapt the existing solution to the needs.

The comparison of web-based data mining solutions has been performed by the chosen criteria and the results are presented in [42]. Facing the complexity of data analysis, researchers need the data mining solutions that meet the following requirements:

- **Implementation of various data mining methods.** It helps to achieve the goal of a data mining problem that needs to be solved. In most cases, it is necessary to apply several different data mining methods to the same problem. Data pre-processing, classification, clustering, and dimensionality reduction are common data mining tasks.
- **Ability to design scientific workflows.** It assists to create a convenient environment for modelling and simulation of data mining experiments in the easy-to-use way.
- **Accessibility as a web application.** It does not require additional installations and any other tools. The system is used and controlled by a web browser at hand only, it is accessible from any place using any device connected to the web 24/7.
- **Accessibility to the latest version of the data mining algorithms.** Researchers work with the up-to-date realizations of the algorithms.
- **Usage of Cloud computing infrastructure.** It allows to solve time- and resource-consuming data mining problems.
- **Online data repository.** It allows to store the uploaded data in online repository and to use the data in different scientific workflows and experiments without a need to upload them each time.

Let us note that the existing open source data mining software does not meet all the requirements. Hence, it is necessary to design and implement a new data mining solution that should absorb all the merits of the existing data mining software and eliminate the shortcomings.

### 3. New data mining implementation inspired by the Cloud

Given the requirements, discussed in Section 2, we have developed a new web application as a Cloud solution to data mining, called DAMIS (DAta Mining Solution) (http://www.damis.lt). During the process of the architecture design of DAMIS, there is a need to solve several issues that are related to accessibility, portability, scalability, usability of the solution.

\(^8\) http://dame.dsf.unina.it
\(^10\) http://www.sas.com/en_us/software/analytics/enterprise-miner.html
\(^11\) http://www-01.ibm.com/software/analytics/spss/products/modeler/
\(^12\) http://www.oracle.com/technetwork/database/options/advanced-analytics/odm/
\(^13\) https://aws.amazon.com/machine-learning/
The fact that the solution will implement a web service paradigm does not guarantee the desired features stated above. To solve the accessibility issue, the design of DAMIS is organised in such a manner that the DAMIS user would use the developed solution as a black box, i.e. a user has no need to know anything about web services, a Cloud infrastructure, a distributed computing paradigm, etc. To achieve that aim the architecture of the solution is split into several functional layers: a layer of the graphical user interface (GUI) and a layer of the computational services. These layers communicate by sending the SOAP messages according to the interface, described by WSDL (http://hpc.mii.vu.lt:8087/cgi-bin/DamisService.cgi?wsdl). The standardized interface allows to separate two layers depicted above and opens two possibilities: either to use computational service from GUI or directly in machine-to-machine communication scenario. In the case of machine-to-machine communication, the only thing to be implemented on the user’s side is to construct a valid SOAP message that is compatible with the publicly available WSDL interface. Such an approach of functional layer separation ensures easy service accessibility. Moreover, login to DAMIS can be accomplished by using RESTful services, because not only GUI and computational service communicate through message passing, but also GUI can communicate in a machine-to-machine manner.

Further, by sending a SOAP message to the computational service, the desired data mining algorithm is invoked. It is important to note that every invocation has to be processed by computational resources such as a Cloud job scheduler. A scheduler is a software capable of organizing resource allocation and queues when receiving computational requests. Further processing of the inbound request might be delayed. It must wait till the required resources become available. Such an organization of job management actually indicates that the computational service layer has to be divided into two more independent parts: a service request listener and a batch job invoker. The service request listener as well as the service user depend on and implement the same interface, described by WSDL. The listener takes and stores locally the input data file, the name of the data mining algorithm to be executed, and all the other necessary parameters, related to the algorithm and computational infrastructure. If the input parameters and input data are valid, then it calls the batch job invoker that actually pushes the request to the job scheduler of specific computational infrastructure and waits till the scheduler processes the job. Afterwards, the service request listener sends back the SOAP message, containing the computed results, to the service user, otherwise, sends back a SOAP message with an error description immediately.

By implicating separation of the service request listener and the batch job invoker, it is possible to increase a portability of DAMIS. This is achieved because the batch job invoker is only a part, dependent on the computational infrastructure solution. The service request listener is a standard solution that implements Common Gateway Interface and can be deployed to any machine with the internet connection and HTTP server running on it. Due to the fact that both the user’s side and the service request listener implement the same interface, easy scalability of the DAMIS solution was ensured. The DAMIS architecture is depicted in Fig. 1.

Finally, usability of DAMIS is ensured by GUI. DAMIS implements and presents the data mining solution as a service for the end user, and has friendly GUI that allows data scientists and business intelligence professionals to make data analysis more accessible. This solution allows investigating multidimensional data projection and data similarities as well as to identify the influence of individual features and their relationships using various data mining algorithms. All that is done by taking advantage of the Cloud infrastructure and the separation of computation invocation according to functional responsibilities.

The DAMIS user can benefit from:

- Individual account support;
- Use of the individual online data repository for data storage and easy management;
- Selection of a high-performance computing resource and its status monitoring;
- Use of the latest version of the data mining algorithms;
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Modelling and executing scientific workflows of data mining experiments on the selected Cloud-based infrastructure;
Management of the accomplished experiments.

To analyze data by the implemented data mining algorithms, the DAMIS user initializes and manages the data mining experiment to model and simulate data analysis processes. Intending to get the analysis results, the experiment should be done. The user can select high-performance computing resource from the proposed alternatives. However, the DAMIS can be extended by different computing resources which location can be undefined. After uploading data files, they become a part of online data storage, and the user has a possibility to manage these files. All the performed experiments including the workflows and data analysis results are saved in the Cloud. Thus the management of the accomplished experiments can be accessible by the DAMIS user on demand.

Data mining experiments are initialized and managed by modelling scientific workflows. The DAMIS user has access to the components for uploading a data file, data pre-processing, computing statistical characteristics, dimensionality reduction, data clustering and classification, as well as for viewing the results. These connected components form a scientific workflow of the data mining experiment. DAMIS GUI with the scientific workflow for the data mining experiment is presented in Fig. 3. The user can modify the designed workflow by adding or removing components and reuse it for other data. The results of data mining experiment can be saved on a user’s computer or another external system via the implementation of RESTful services.

Recently, the Cloud technologies and Internet of Things (IoT) gain in more and more popularity, data come from different sources - various devices, sensors, networks, transactional applications, web, and social media [43,44]. Typically, such data are high-dimensional, and the problem of knowledge discovery becomes evident, i.e. we have no means to investigate and fully understand the data in a high-dimensional space. Thus, the goal of dimensionality reduction methods is to extract a lower-dimensional structure from high-dimensional data by transforming (mapping) the data in the high-dimensional space to a space of fewer dimensions. Dimensionality reduction is extremely useful for data scientists and business intelligence professionals while analyzing data during the mining process [45]. Firstly, it is especially valuable in the case of a huge volume of data, since dimensionality reduction decreases such a volume, and then it becomes possible to analyze the data more effectively by other data mining methods. Secondly, often not all the features describing the data are significant because some of them do not characterize the data properly. This fact can influence the data mining results by making noise. Dimensionality reduction assists to eliminate non-informative properties from the data and to prevent from making a wrong decision.

Moreover, when the data dimensionality is reduced up to two, the obtained data can be visualized by presenting them on a 2D scatter plot. Visual representation allows to look inside the data and to see hidden relations that cannot be detected using the other conventional data analysis methods.

The focus of attention of DAMIS is dimensionality reduction. The DAMIS solution implements a series of dimensionality reduction methods:

- **Principal component analysis** (PCA). It is one of the wide-used methods for dimensionality reduction. It transforms the high-dimensional data to a lower-dimensional space so that it preserves the variance of data at best [46].
- **Multidimensional scaling** (MDS). It refers to a group of dimensionality reduction methods that are widely used for dimensionality reduction and visualization of high-dimensional data [3,47,48]. The aim of MDS is to transform the original high-dimensional data to lower-dimensional ones by using the information on the distances between the data items (points) in the original space so that the distances of the corresponding data points in a lower-dimensional space are preserved. The so-called Stress function (projection error) can be minimized using the SMACOF algorithm based on iterative majorization which guarantees a monotonic convergence of this function. The diagonal majorization algorithm (DMA) is a modification of the SMACOF algorithm which attains a slightly worse MDS projection error than SMACOF, but computations are faster and require less computer memory resources [49].
- **Relative MDS.** MDS is a topology preserving mapping but it does not offer a mapping of new data points. Relative MDS can be used for visualizing the new data points on the fixed mapping as well as for visualizing large data sets [50,51].
- **SAMANN.** The specific back-propagation-like learning rule SAMANN allows a feed-forward artificial neural network to learn one of the MDS group algorithms - Sammon’s mapping in an unsupervised way [52,53]. After training the neural network gains a possibility of mapping previously unseen points [54].
- **Combination of the self-organizing map and multidimensional scaling** (SOM-MDS). SOM is another type of neural networks applied to both clustering and visualization of high-dimensional data [3,55,56]. The SOM result is a set of neurons characterized by high-dimensional points that can be mapped on a plane by MDS. The reason for combining SOM-MDS is to improve the visualization of SOM [3,57,58]. Moreover, such a combination allows decreasing the computation time of visualization as compared only with MDS, when the size of the analyzed data set is large enough.

The DAMIS solution also implements the well-known algorithms for data pre-processing, classification and clustering, such as data cleaning, feature selection, normalization, splitting, outliers’ filtering, computation of data statistics, multi-layer perceptron (MLP), random decision forest (RDF), k-means, and SOM. To display the results of data mining, a matrix view or 2D scatter plot can be used. A possibility to download the results for local storage in a variety of formats is provided.

DAMIS is the open source data mining solution with multi-OS support which uses resources of a supercomputer and computer cluster (http://www.damis.lt). A possibility to extend a range of alternatives of computational resources is pro-
vided. The source code is available on https://github.com/InScience/DAMIS. The solution is also available as the data analysis toolbox in the Lithuanian national open access scientific information archive MIDAS (https://www.midas.lt).

Given the aforementioned facts on DAMIS, a reasonable inference can be drawn. DAMIS gains an advantage over the competitive data mining software and can be an attractive solution for researchers to facilitate the processes of knowledge discovery and decision making.

4. Modelling data mining processes using DAMIS: applications

The capability of DAMIS for modelling data mining processes makes data mining more intelligent. Therefore, DAMIS has a wide range of applications. It is useful for data scientists to get deep insights into the data when solving the various data mining problems. A methodology of data mining for knowledge discovery using DAMIS is presented in Fig. 2. In order to illustrate DAMIS functionalities, a set of applications has been presented, where real-world and simulated data are used for modelling data mining processes.

The first data mining experiment with DAMIS is conducted using the Breast Cancer Wisconsin data set available in UCI Machine Learning Repository [59]. This benchmark data set is commonly used for testing and estimating data mining methods and techniques. 699 observations with nine features of the breast cancer are collected, where each instance is assigned to one of the two possible classes: benign or malignant. The empirical data mining experiment should be carried out to get meaningful information on these data. The experiment aims to demonstrate the capabilities of DAMIS to classify and reduce the dimensionality using the real-world data. The data mining process model is as follows:

![Fig. 2. Schematic presentation of the methodology of data mining for knowledge discovery using DAMIS.](image-url)
Fig. 3. The example of data mining process model in DAMIS.

Table 1
Classification results of the Breast Cancer data using various data mining tools.

<table>
<thead>
<tr>
<th>Data mining tool</th>
<th>Classifier</th>
<th>General classification accuracy (%)</th>
<th>Sensitivity (%)</th>
<th>Specificity (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Orange</td>
<td>RDF</td>
<td>0.9565</td>
<td>0.9778</td>
<td>0.9167</td>
</tr>
<tr>
<td></td>
<td>MLP</td>
<td>0.9710</td>
<td>0.9778</td>
<td>0.9583</td>
</tr>
<tr>
<td>Weka</td>
<td>RDF</td>
<td>0.9855</td>
<td>0.9778</td>
<td>1.0000</td>
</tr>
<tr>
<td></td>
<td>MLP</td>
<td>0.9565</td>
<td>0.9556</td>
<td>0.9583</td>
</tr>
<tr>
<td>MS Azure ML</td>
<td>RDF</td>
<td>0.9559</td>
<td>0.9512</td>
<td>0.9630</td>
</tr>
<tr>
<td></td>
<td>MLP</td>
<td>0.9701</td>
<td>0.9756</td>
<td>0.9630</td>
</tr>
<tr>
<td>DAMIS</td>
<td>RDF</td>
<td>0.9710</td>
<td>0.9778</td>
<td>0.9583</td>
</tr>
<tr>
<td></td>
<td>MLP</td>
<td>0.9710</td>
<td>0.9556</td>
<td>1.0000</td>
</tr>
</tbody>
</table>

- Data file uploading. To analyze the data with DAMIS, the data must be prepared in a compatible format, i.e., tab, txt, csv, xlsx, arff.
- Data pre-processing. It includes data cleaning in the case of missing data, data normalization to bring all feature values into the same interval as well as feature selection.
- Data classification. Random decision forest (RDF) and multilayer perceptron (MLP) are selected to classify these data.
- Dimensionality reduction. To present the complex data in a meaningful manner and easily understandable form, the dimensionality reduction-based visualization method SMACOF (MDS) is used.
- Viewing the results. To display the results, a matrix view or 2D scatter plot are selected.

Such a data mining model can be easily implemented in DAMIS by constructing a scientific workflow from the available components through a simple drag and drop interface (Fig. 3). The designed workflow is executed, and the obtained results can be viewed.

The obtained results of data classification by RDF and MLP in DAMIS are presented in Table 1. Other wide-used data mining tools provide similar classification results. This fact shows that DAMIS is a competitive solution for data classification as compared to other tools.
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Fig. 4 presents 2D scatter plots of dimensionality reduction results, where the data dimensionality is reduced up to two by SMACOF (MDS). A large number of the points, corresponding to the benign tumor data (red points), are concentrated in one area, and the other points, corresponding to the malignant tumor data (green), are spread widely. This way of data visualization allows viewing the data as a whole in a meaningful manner and easily understandable form. Each of breast cancer data observations is described by nine features. A question arises whether all the features are essential and how the results of visualization change when only a part of features are selected (Fig. 4b). Comparing the obtained results in Fig. 4, we see that the feature selection does not significantly affect the visualization results, however, the obtained classification accuracy is worse. Thus, it can be concluded that all the features are essential.

The visualization results are compared with that obtained using powerful Microsoft Azure ML, where scientific workflows can also be designed for data mining experiments and executed in the Cloud. Unfortunately, only PCA and LDA (linear discriminant analysis) are implemented here as dimensionality reduction methods. A scientific workflow for the breast cancer data analysis in Azure ML is designed (Fig. 5a), and the dimensionality reduction method PCA is applied (Fig. 5b). The visualization results in Figs. 4 and 5b point to the conclusions that DAMIS has an advantage in the case of data visualization, compared to Azure ML due to the possibility to represent data points in a more meaningful manner by using different colors and shapes. It allows separating data classes visually. Moreover, a wider range of dimensionality reduction methods is implemented in DAMIS.

As mentioned before, DAMIS provides a possibility to select high-performance computing resources from the proposed alternatives. It assists in the massive data analysis and can be helpful to execute time- and resource-consuming tasks. It is useful to solve data mining optimization problems when a multi-start strategy is required. To illustrate this possibility, another scientific workflow is designed, and the experiment is conducted by mining simulated data, i.e. ellipsoidal data set that contains ten overlapping ellipsoidal-type clusters, obtained by a generator.\textsuperscript{14} 3140 50-dimensional data points are processed by SMACOF (MDS) and relative MDS, the results of which depend on the initial randomly generated values of lower-dimensional points. Thus, the multi-start strategy is effective in that cases. Using the high-performance computing resource in DAMIS, the same problem with different initial values can be solved on each computing node and a set of solutions is obtained. The solution with the smallest projection error is considered as a result of the dimensionality reduction method (Fig. 6). We can observe the data clusters clearly enough. Relative MDS manages to visualize the data clusters more precisely as compared to the SMACOF (MDS) algorithm. Moreover, the computation of relative MDS takes almost twice less time.

The aim of the third experiment is to show a possibility of DAMIS to present real world statistical data in a more comprehensive form by visualizing the data. To this end, we have chosen and analyzed some data from the EuroStat

\textsuperscript{14} http://personalpages.manchester.ac.uk/mbs/julia.handl/generators.html
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The selected data set consists of information on the research and development (R&D) expenditure, expressed by the percentage of the gross domestic product (GDP) in the EU countries, USA, Russia, China, and Japan for the period from 2004 to 2014. Thus, in this experiment, the data set of 33 11-dimensional points is analyzed. The EU countries are grouped according to the year when they joined EU. The first group consists of six countries-founders (EU_1958), the second group – three countries joined till 2004 (EU_till_2004), the third group – ten countries joined in 2004 (EU_2004), the fourth group – nine countries joined from 2004 (EU_from_2004). Additionally, a data item (EU28) is introduced which consists of the

http://ec.europa.eu/eurostat/
averaged values of all the EU countries. It is interesting to get information on similarities and dissimilarities of the countries according to R&D expenditure in the easily understandable visual form. It is also interesting to see whether the countries form clusters as well as to compare the data of the USA, Russia, China and Japan with that of the EU countries. To this end, the dimensionality reduction-based methods PCA and SAMANN have been applied, and the results are presented in Fig. 7. Single point corresponds to a group of the EU countries or one of the non-EU countries. We can see that the point corresponding to Japan and the points, corresponding to two countries from the group EU_till_2004 are far away from the remaining points and form a separate cluster. The point corresponding to the USA and three points corresponding to the EU countries also form a cluster. However, the point corresponding to non-EU country Russia is among the points corresponding to the majority of the EU countries. The visualization results obtained by PCA and SAMANN are rather similar, which shows that the distribution of points corresponding to the countries is independent of the used dimensionality reduction method, in this case.

5. Conclusions

To discover useful knowledge from real-world and simulated big data, business intelligence professionals and data scientists face with new challenges. The conventional technologies and methods cannot store and analyze a large amount of data. Since the Cloud technologies gain in popularity, the attention is focused on the development of new Cloud-based data mining solutions with a possibility to access high-performance computing environments that can utilize remote computing resources on demand. Considering the review of the existing data mining software and solutions, an inference has been drawn. Unfortunately, the well-known open source data mining software does not meet all the requirements that the process of knowledge discovery would be more effective. A new open source web-based solution DAMIS implements these requirements.

DAMIS allows using various data mining methods jointly. The massive data mining becomes simpler, effective, and easily understandable by constructing scientific workflows for data mining process through a drag and drop interface. Here the scientific workflows allow composing the convenient model of data mining process covering a number of different methods.

The DAMIS architecture is designed to ensure easy accessibility, usability, scalability, and portability of this solution. DAMIS provides a possibility to cope with data classification, clustering, and dimensionality reduction tasks. Time- and resource-consuming data mining problems can be solved by selecting the high-performance computing resources from the proposed alternatives and utilizing them on demand. The experiments by modelling data mining processes with real-world and simulated data have proved the efficiency of the proposed solution. DAMIS represents the synergy of Cloud computing and data mining in solving data mining problems of different nature with a view to get deeper insights into the data.
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