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A B S T R A C T

The increment of computer technology use and the continued growth of companies have enabled most financial transactions to be performed through the electronic commerce systems, such as using the credit card system, telecommunication system, healthcare insurance system, etc. Unfortunately, these systems are used by both legitimate users and fraudsters. In addition, fraudsters utilized different approaches to breach the electronic commerce systems. Fraud prevention systems (FPSs) are insufficient to provide adequate security to the electronic commerce systems. However, the collaboration of FDSs with FPSs might be effective to secure electronic commerce systems. Nevertheless, there are issues and challenges that hinder the performance of FDSs, such as concept drift, supports real time detection, skewed distribution, large amount of data etc. This survey paper aims to provide a systematic and comprehensive overview of these issues and challenges that obstruct the performance of FDSs. We have selected five electronic commerce systems; which are credit card, telecommunication, healthcare insurance, automobile insurance and online auction. The prevalent fraud types in those E-commerce systems are introduced closely. Further, state-of-the-art FDSs approaches in selected E-commerce systems are systematically introduced. Then a brief discussion on potential research trends in the near future and conclusion are presented.
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1. Introduction

Nowadays, most organizations, companies and government agencies have adopted electronic commerce to increase their productivity or efficiency in trading products or services; in areas such as credit card, telecommunication, healthcare insurance, automobile insurance, online auction, etc. (Bolton and Hand, 2002; Allan et al., 2010; Pejic-Bach, 2010). Electronic commerce systems are used by both legitimate users and fraudsters; hence they become more vulnerable to large scale and systematic fraud. Fraud is a crime where the purpose is to appropriate money by illegal means. The Association of Certified Fraud Examiners (ACFE) defines “fraud” as: the use of one’s occupation for personal enrichment through the deliberate misuse or misapplication of the employing organization’s resources or assets (ACFE, 2002). Internet Crime Complaint Centre (IC3) is a valuable resource for both victims of Internet crime and law enforcement agencies in identifying, investigating and prosecuting these crimes. In 2014, the IC3 received 269,422 complaints with an adjusted dollar loss of $800,492,073; which is a 2.39 percent increase in reported losses since 2013 ($781,841,611) (IC3, 2014). Table 1 summarizes the number of complaints received by the IC3 between 2011 and 2014 and the corresponding dollar losses. From this table, amount of loss steadily increase while number of complaints decrease; this is because, fraud is causing more loss now compared to the past. These huge number of losses have increased the importance of fraud fighting (Kou et al., 2004). The purpose of fraud prevention mechanism is to protect the technological systems against fraud by stopping fraud from occurring in the first place. Nevertheless, this mechanism alone is not enough to halt fraud. Fraud detection is also proposed to improve the technological systems security. Fraud detection detects and recognizes fraudulent activities as they enter the systems and reports them to a system administrator (Behdad et al., 2012). Similar to detection approaches in Intrusion detection system (IDS), FDS also uses misuse and anomaly based approaches to detect fraud (Fawcett and Provost, 1997; Sasirekha et al., 2012). Both misuse based FDSs and anomaly based FDSs utilize data mining techniques to determine fraud from large amount of incoming data stream (Ngai et al., 2011). However, there are issues and challenges that hinder the development of an ideal FDS for E-commerce system; such as concept drift, supports real time detection, earliness of detection, skewed distribution, large amount of data, misclassification cost, etc. The presence of any one of these challenges will lead to high false alerts, low detection accuracy and slow detection. These are the parameters used to characterize the performance of FDS. In this paper, we will survey fraud detection systems in five areas that frauds usually occur which are credit card, telecommunication, healthcare insurance, automobile insurance and online auction.

The remainder of this paper is outlined as follows. Section 2 presents the definition of fraud. Section 3 contains the related review and survey papers in the fraud detection system. Section 4 addresses approaches and mechanisms used to protect against fraud. Section 5 introduces the challenges and difficulties faced by fraud detection systems. Section 6 further defines the types of fraud, fraud detection system approaches and techniques and introduces the challenges and difficulties faced by the fraud detection system in each area. Section 7 discusses the challenges of fraud detection systems and their impact. Finally, Section 8 concludes the paper.

2. Fraud

There are many definitions of fraud and fraudulent activities. The Association of Certified Fraud Examiners (ACFE) defines “fraud” as: the use of one’s occupation for personal enrichment through the deliberate misuse or misapplication of the employing organization’s resources or assets (ACFE, 2002). The main reason behind the commitment of fraud is to achieve gain on false ground by an illegal means. This has a dramatic impact on the economy, law and even the human moral values (Alexopoulos et al., 2007). Almost all technological system that involves money and services can be compromised by fraudulent acts; for example the credit card, telecommunication, health care insurance, automobile insurance and online auction system (Almeida, 2009). Therefore, frauds in these systems are considered as cyber-crime, causing huge amount of financial losses.

According to the Basel Committee on Banking Supervision, there are different kinds of fraud: internal/occupational frauds or external frauds. Internal frauds happen when an employee commits frauds against his or her organization. In Phua et al. (2005), internal fraud is layered into two levels, it is a high level fraud if the employee is from the management division, and it is considered low level if the employee is not part of the management division. In contrast, external frauds involve a wide range of schemes, including vendors, customers or thefts by other third parties (Chen and Gangopadhyay, 2013). There are three types of external fraudster: 1) the average offender is called soft fraud, 2) criminal offender, and 3) organised crime offender is called hard fraud (Bhowmik, 2011).

3. Related works

Fraud detection system is important in several significant and sensitive sectors or areas. Therefore, fraud detection has been the topic of various surveys and review articles; that may be based on topics such as fraud areas, fraud types, fraud detection approaches and techniques. Bolton and Hand (2002), Kou et al. (2004), Phua et al. (2005), Allan et al. (2010) and Pejic-Bach (2010) surveyed
fraud detection done on different areas based on data mining and statistical techniques. Behdad et al. (2012) reviewed fraud detection utilizing nature inspired techniques. Nature inspired techniques, as the name implies, are artificial intelligence techniques which are inspired by how natural systems work. For instance, neural network is inspired by an animal’s central nervous system (particularly the brain) which is capable of learning and recognizing. In their study, Behdad et al. (2012) also covered on the challenges that can be faced by FDS. Li et al. (2008), Travaille et al. (2011) and Liu and Vasarhelyi (2013) surveyed and analyzed fraud detection statistical methods for health care fraud detection. From another aspect, Delamaire et al. (2009) presented the different types of credit card frauds, such as bankruptcy fraud, counterfeit fraud, theft fraud, application fraud and behavioral fraud, and discussed on the appropriate techniques to fight them; such as a pair wise matching, decision trees, clustering techniques, neural networks, and genetic algorithms. In the same area, Raj et al. (2011) analyzed different kind of methods that are used to detect credit card fraud. Rebahi et al. (2011) presented the VoIP fraud problem and surveyed the fraud detection systems proposed in various areas, and their usability in the VoIP context. These detection systems are categorized into rule based supervised and unsupervised methods. Richhariya (2012), Ngai et al. (2011) and Wang (2010) provided a comprehensive survey and review for different data mining techniques used to detect financial fraud. Lookman Sithic and Balasubramanian (2013) presented an extensive survey for fraud types in medical and motor insurance systems and many types of data mining techniques are used to detect fraud in these insurance sectors. As we can see, there are numerous articles that surveyed FDS techniques, although almost all existing surveys do not highlight challenges and issues faced by FDS. Thus, this survey attempts to make a structured and comprehensive overview of the research on fraud detection. This is done by covering the fraud types, fraud detection approaches, fraud detection techniques, as well as fraud detection issues and challenges in the five identified areas: credit card, telecommunications, healthcare insurance, automobile insurance and online auction. Table 2 summarizes the content of this survey and other existing surveys and review articles in terms of the techniques used and fraud areas studied. This survey aimed to improve the understanding of fraud detection directions in which research has been done on this topic, also we intend to identify what issues and challenges should be considered for an efficient fraud detection system. Fig. 1 shows the outline of this survey.

### 4. Protection against fraud

Fraud is increasing dramatically with the progression of modern technology and global communication. As a result, fighting fraud has become an important issue to be explored (Kou et al., 2004; Magalla, 2013). As presented in Fig. 2, the detection and prevention mechanisms are used mostly to combat fraud. Next subsections will explain further on fraud protection mechanisms.

#### 4.1. Fraud prevention systems (FPS)

Fraud prevention system is the first layer of protection to secure the technological systems against fraud. The purpose of this phase to stop fraud from occurring in the first place. Mechanisms in this phase restrict, suppress, destroy, control, remove, or prevent the occurrence of cyber-attacks, in computer systems (hardware and software systems), networks, or data. Example of such mechanism includes using encryption algorithm that is applied to scramble data. Another mechanism is firewall where it forms a blockade between the internal privately owned network and external networks. It does not only help to secure systems from unauthorized access but also to allow an organization to enforce a network security policy on traffic flowing between its network and the Internet (Opsliger, 1997; Magalla, 2013). However, this layer is not always efficient and strong (Belo and Vieira, 2011). There are, in some occasions, where prevention layer could be breached by fraudsters.

#### 4.2. Fraud detection System (FDS)

Fraud detection system is the next layer of protection; which is also the concern of this paper. Fraud detection tries to discover and identify fraudulent activities as they enter the systems and report them to a system administrator (Behdad et al., 2012). In previous years, manual fraud audit techniques such as discovery sampling have been used to detect fraud, such as in Tennyson and Forn (2002). These complicated and time consuming techniques transact with various areas of knowledge like economics, finance, law and business practices. Therefore, to raise the effectiveness of detection, computerized and automated FDS was invented. However, FDS capabilities were limited because the detection fundamentally depends on predefined rules that are stated by experts (Li et al., 2008). More complex FDSs integrating a wide range of data mining methods are required and are being developed for effective fraud detection (Ak hilom, 2013; Koh and Tan, 2005; Guo and Li, 2008; Ogwueleka, 2011; Desai and Deshmukh, 2013;

<table>
<thead>
<tr>
<th>Reference</th>
<th>Technique</th>
<th>Fraud area</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bolton and Hand, 2002; Kou et al., 2004; Phua et al., 2005; Allan et al., 2010; Pejic-Bach, 2010</td>
<td>The intelligent systems: neural networks, fuzzy intelligence, genetic algorithms, evolutionary programming, generic programming, evolution strategies, and particle swarm optimization.</td>
<td>Telecommunications, insurance, auditing, medical care, credit card transactions, e-business, bid pricing and identity verification.</td>
</tr>
<tr>
<td>Behdad et al., 2012 Li et al., 2008; Travaille et al., 2011; Liu and Vasarhelyi, 2013</td>
<td>Nature inspired techniques. Spatial temporal data mining techniques.</td>
<td>Email, spam, phishing and network intrusion. Healthcare insurance.</td>
</tr>
<tr>
<td>Delamaire et al., 2009; Chaudhary and Yadav, 2012; Zar-eapoor and Alam, 2012; Singh and Narayan, 2012; Tripathi and Pavaskar, 2012; Sethi and Gera, 2014 This survey</td>
<td>Fraud types, fraud detection approaches, fraud detection techniques and fraud detection issues and challenges.</td>
<td>Credit card fraud, telecommunications fraud, healthcare insurance fraud, automobile insurance fraud, online auction fraud.</td>
</tr>
</tbody>
</table>
Data mining involves statistical, mathematical, artificial intelligence and machine learning techniques to extract and identify useful information and subsequent knowledge from large databases (decision support systems and intelligent systems). These systems have several main advantages: (1) fraud pattern are obtained automatically from data; (2) specification of "fraud likelihood" for each case, consequently that efforts in investigating suspicious cases can be prioritized; and (3) revelation of new fraud types that were not defined before (Li et al., 2008). Data mining methods consist of six main categories which are Classification, Clustering, Regression, Outlier detection, Visualization and Prediction (Edelstein, 1997; Noor et al., 2015). Each of these methods is supported by specific techniques. For example, neural network technique and support vector machine technique are used for data mining classification method. K-means technique is used for data mining clustering method. Furthermore, data mining has incorporated many techniques from other domains such as statistics, machine learning, pattern recognition, database and data warehouse systems, information retrieval, visualization, algorithms, high-performance computing, and many application domains (Han et al., 2012). Recently, fraud detection integrates anomaly based detection approach and misuse based detection approach by using data mining techniques (Allen, 2000; Sasirekha et al., 2012).

A. Anomaly based fraud detection

Anomaly or outlier detection approach is used by FDS and it relies on behavioral profiling methods, where it models each individual’s behavioral pattern, monitoring it for any deviation from the norm (Jyothsna and Rama Prasad, 2011). Anomaly based FDS are adopted by numerous authors in different fraud areas (Ghosh and Reilly, 1994; Dorronsoro et al., 1997; Taniguchi et al., 1998; Brause et al., 1999). Anomaly based FDS have the potential to detect novel fraud. Therefore, it is mostly used by the FDS literature (Sun et al., 2006). This method can be further categorized into three types; unsupervised, Semi-supervised and supervised anomaly detection (Akhilomen, 2013).

- **Supervised**
  Supervised learning techniques require a data set that has been labeled as “fraud” and “nonfraud” and involves training a classifier. This is the most common learning approach. The major advantage of supervised learning is that all classes outputs manipulated by the algorithm of this approach are meaningful to humans, and it can be easily used for discriminative pattern detection.
classification and data regression. However, supervised learning has several limitations. The first one is caused by the difficulty of collecting supervision or labels. When there is a huge volume of input data, it is prohibitively expensive, if not impossible, to label all of them. Second, sometime it is extremely hard to find distinctive label, there are uncertainties and ambiguities in the supervision or labels. These limitations may obstruct the implementations of the supervised learning approaches in some cases. Therefore, unsupervised learning and Semi-supervised learning are used to overcome these disadvantages (Liu and Wu, 2012). Supervised learning encompasses many algorithms include:

- Classification algorithms
  For example artificial neural network, K-nearest neighbors, trees, logistic regression, Naïve-Bayes and support vector machine (SVM) techniques.
- Regression algorithms
  For example linear regression, simple regression and logistic regression.
- Unsupervised
  Unsupervised learning techniques detect fraudulent in an unlabelled test data set under the assumption that majority of the instances in the data set is nonfraud. Unlike supervised technique, unsupervised means there is no class label for model construction. The main benefit of using unsupervised approach is that it does not rely on accurate identification for label data which is often in short supply or non-existent (Bolton and Hand, 2001). Two simple classic algorithms employed in unsupervised learning are:
  - Clustering algorithms like K-means techniques.
  - Dimensionality reduction algorithms such as: Principal Component Analysis (PCA)
  - Semi-supervised

Semi-supervised learning lies between supervised and unsupervised learning since it involves a small number of labeled samples and a large number of unlabelled samples. The main goal of Semi-supervised approach is to train a classifier from both labeled and unlabeled data (Zhu et al., 2011; Akhilomen, 2013). Semi-supervised learning has more advantage compared to supervised learning because it achieves better performance by utilizing both labeled and unlabeled data, but with fewer labeled instances. Furthermore, Semi-supervised learning also provides a computational model to understand human category learning, where most of the input is self-evidently unlabelled (Xiaojin Zhu and Goldberg, 2009).

B. Misuse based fraud detection

In misuse detection approach, fraudulent behaviors are first defined by using fraudsters signatures, and then other behaviors are defined as normal behaviors. Misuse approach adopted by FDS utilizes rule-based, statistics, or a corresponding heuristic methods to reveal the happening of specific suspicious transaction (Hand and Crowder, 2012). Misuse detection is expert system which is considered as a simple and fast detection mechanism. But it has major limitation because it is not possible to detect all different kinds of frauds because it only looks for known patterns of misuse (Wei et al., 2012).

C. Hybrid of misuse and anomaly detection

Some researchers have been proposing a hybrid approach in which anomaly detection and misuse detection models are combined to get optimum results (Kundu et al., 2006; Sherly and Nedunchezhiyan, 2010; Sasirekha, 2012). This is due to that misuse detection’s incapability to detect novel fraud; meanwhile, anomaly detection suffers from the lack of generalization capability and presence of high false alarm rates (Mule and Kulkarni, 2014). However, according to the literature, anomaly based FDSs is the most commonly used approach (Sun et al., 2006; Akhilomen, 2013).

5. Fraud detection issues and challenges

Fraud detection is a complex domain; we may find that a fraud detection system is prone to fail, has a low accuracy rate, or gives many false alarms. It is extremely difficult for electronic commerce systems to handle fraud problem forcing them to incur heavy losses. This happens because fraud detection systems need to deal with multiple challenges to be taken into account. Several challenging properties that fraud detection must deal with will be presented in this section. Fig. 3 shows distribution of FDS articles based on issues and challenges. The statistics are based on number of papers published between 1994 and 2014. The focus is taken from the most prevalent types of e-frauds: credit card, telecommunication, healthcare insurance, automobile insurance, and online auction frauds.

5.1. Concept drift

There are a several definitions for concept drift issue in the literature. In data mining, concept drift refers to the phenomenon that the underlying model (or concept) is changing over time (Abbass et al., 2004). FDSs work in dynamic environment where behavior of legitimate user or fraudster is continuously changing is called the drift phenomenon concept (Gama et al., 2013). For example, in credit card area, the cardholder behavior may be subject to change due to a variety of external causes; for example, the transaction amount and frequency are closely related to the spending habits of a person which is actually influenced by income, resource availability, and lifestyle of a person, which may change with time (Malekian and Hashemi, 2013). In addition, fraudster’s tricks are continuously evolving and detection has to adapt to these new fraud types (Dal Pozzolo et al., 2014).

Furthermore, concept drift primarily refers to an online unsupervised learning scenario when the relation between the input data and the target variable changes over time. Whereas, in supervised learning, the aim is to predict a target variable $y$ given a set of input features $X$. In the training instance that are used for model building, both $X$ and $y$ correspond to input data and target variable, respectively. In the new instance on which the predictive model is applied, $X$ is known, but $y$ is not known at the time of prediction, and the relation between the input data and the target variable may change (Gama et al., 2013). Concept drift is a big concern particularly in online learning where detection model is updated immediately but based is based upon outdated data, so
when new data arrives, the model may be misleading and gives many false alarms. Therefore, attention has been dedicated in the literature to deal with non-stationary behavior and dynamically update fraud detection model (Malekian and Hashemi, 2013). So, the use of adaptive learning algorithms to handle concept drift issue is required. Adaptive learning algorithms can be seen as advanced incremental learning algorithms that are able to update detection model for streaming evolving data over time (Bolton and Hand, 2002; Phua et al., 2005; Oza, 2005; Gama et al., 2013). Zliobaite (2010) expressed the definition of incremental learning with drift as follows: incremental learning process at every time t, where a historical data is available, a target instance \( X_{t+1} \) arrives, the task is to predict label \( Y_{t+1} \). For that the learner \( L_t \) is built in training phase by using all or selection from historical labeled data \( X_{\text{historical}} = \{X_1, ..., X_t\} \). This is as illustrated in Fig. 4. By incremental learning process, the label \( y_{t+1} \) becomes available with \( X_{t+1} \) will be part of history to predict \( X_{t+2} \).

The common taxonomy for existing learners responsive to a concept drift in adaptive FDSs is categorised into two groups based on when the adaptive function is activated: this can be either evolving based or regulated based as shown in Fig. 5 (Wang et al., 2003; Zliobaite, 2010; Ross et al., 2012). Evolving based approach is when the learner automatically adapts its behavior in staying up-to-date with the stream dynamics. Meanwhile, regulated based approach is when concept drift and classification is handled as separate problems. The designed concept drift detectors will flag when there are changes take place, and then some reactions should be taken. Generally, the advantage of regulated based is not only due to its adaptation to concept drift, but also in providing needed information about drift has taken place. For example, when FDS detects a credit card fraud, it is then required to take further investigative action of the behavior of the fraudsters. Regulated based method does not using frequently like evolving based method to handle concept drift in the fraud area (Ross et al., 2012; Gomes et al., 2011).

5.2. Skewed class distribution

Skewed distribution (imbalance class) is considered as one of the most critical issues faced by FDS. Generally, the imbalanced class issue is the situation where there are much fewer samples of fraudulent instance than normal instance (Maes et al., 2002). In a supervised learning approach, the class imbalance problem happens when the minority class is very small, leading to numerous problems such as difficulty of learners to discover patterns in the minority class data (Stolfo et al., 1997). Furthermore, imbalance class has a serious impact on the performance of classifiers that are tend to be overwhelmed by the majority class and ignore the minority class (Liu et al., 2012).

For clarification, the 2009 University of California San Diego Data Mining Contest (UCSD) dataset will be used to illustrate the imbalanced class issue. The UCSD dataset is a real dataset of E-commerce transactions and it is used to detect anomalous E-commerce transactions. The training dataset contains 100,000 transactions of 73,729 customers spanning over a period of 98 days; and the test set consists of 50,000 transactions. The training data is highly imbalanced, which consists of 97,346 normal transactions (majority class) and only 2,654 fraudulent transactions (minority class), as shown in Fig. 6. Percentage of normal transactions (majority class) it is around 97–3% fraudulent transactions (minority class). Therefore, a balancing mechanism is required to make this data balanced with ratio of 1:1 between normal and fraudulent class to handle class imbalance. This will make fraud extremely easy to detect, because the difference between minority and majority class samples can be recognized effectively. Data balancing approaches can be categorised into two different levels, data level and algorithmic level. Fig. 7 shows the balanced approaches and techniques (López et al., 2012).

A. Data level methods

Balancing techniques at data level are used as a pre-processing step to rebalance the data set or remove the noise before the application of other classification algorithms. In FDS literature, most researchers employ data level balancing techniques, for example undersampling or oversampling approaches.

- Under sampling approach removes part of the data in the majority class (Chen, 2006). A wide number of the proposed fraud detection systems utilized the under sampling approach to balance the training data.
- Over sampling approach replicates the data in the minority class. Over sampling approach is rarely used because it causes overfitting of a model, particularly with the existence of a noisy data. Also, over sampling does not result in more information being included in the training set, which leads to a very complex model (Hofmann, 2012). Alternatively, SMOTE (Synthetic

![Fig. 4. Incremental learning in time t.](Image 314x630 to 560x735)
Minority Over Sampling Technique (Chawla et al., 2002) is used for fraud detection which is the better alternative to oversampling approach. SMOTE oversamples the minority class by generating synthetic minority examples in the neighborhood of observed ones. (Dal Pozzolo et al., 2014) conducted several experiments over different kinds of balanced data level techniques (Under, SMOTE, EasyEnsemble) to find out the most efficient technique for credit card fraud detection system.

### A. Algorithmic level methods

These kinds of classification algorithm deal with fraudulent class. The algorithmic level method employed:

- A cost-sensitive learning to deal with skewed class distribution. Cost-sensitive learning puts a cost-variable to misclassification of the different classes by assuming that there is a cost-matrix available for the different type of errors. Cost-matrix created to bias the model to minimize cost or maximize benefit. In the cost-matrix formulation, costs are associated with those predictions: false negative (if the true label is fraud and it is classified as normal), false positive (if the true label is normal and it is classified as fraud), true negative (if the true label is normal and it is classified as normal), and true positive (if the true label is fraud and the FDS classified as fraud). The classification for each instance may give only two entries (false positive, true negative) or (false negative, true positive) (Zadrozny et al., 2003). In FDS literature, there are main two approaches that have been proposed to utilise cost-sensitive learning for imbalanced class: metacost-thresholds or use of learners which are not sensitive to the class imbalance problem (Hofmann, 2012). These methods are used frequently in fraud detection system to balance training data.

- Using the learner itself to handle skewed distribution, which is another algorithmic method used in the FDS literature. These learners are either resistant to the class imbalance problem through inherent properties of the learner, as in the case of the Repeated Incremental Pruning to Produce Error Reduction (RIPPER) algorithm as presented in Chan et al. (1999). Furthermore, learners are hardened against the problem through internal modification as in the case of K-NN or the SVM learners.

Generally, data methods perform better than algorithm methods. This due to the fact that data methods are easier to implement and do not lead to the increase in training time or resources needed. Therefore, most FDS literature utilizes data level balancing techniques (Hofmann, 2012; Dal Pozzolo et al., 2014).

### 5.3. Reduction of large amount of data

Large-scale and high dimensions of fraud data set and presence of numbers of features/attributes/inputs/variables make the process of data mining and detection extremely difficult and complicated (Hilas and Sahalos, 2007). Besides, this situation also slows down the detection process. Therefore, the existing FDSs use data reduction approaches to reduce the size of data set (Viaene et al., 2004) producing small model size which may be useful with respect to real-time processing (Onderwater, 2010). In addition, small data will reduce the size of model, consequently reducing the computation time (Lane and Brodley, 1999). Data reduction approaches include dimensionality reduction and numerosity reduction (Kamber and Pei, 2012). Dimensionality reduction includes many strategies, namely data compression, feature selection and feature construction are the most common and frequently used strategies in FDSs. Data compression strategy compresses the representation of original data through the use of data compression techniques such as in Brockett et al. (2002), Ai et al. (2009) and Ju and Lu (2011). Meanwhile, features selection is another dimensionality reduction strategy, the most significant and relevant features are selected to be used in model construction. Feature selection has been adopted by Tsang et al. (2014) and
Three feature selection methods are used in FDS: filter methods, wrapper methods and embedded methods. Filter methods act as preprocessing algorithm to rank the features wherein the highly ranked features are selected and applied to a predictor. In wrapper methods, the feature selection criterion is the performance of the predictor i.e. the predictor is wrapped in a search algorithm which will find a subset which gives the highest predictor performance. Embedded methods include variable selection as part of the training process without splitting the data into training and testing sets (Sánchez-Maroño et al., 2007). Next, feature construction is where a small set of more useful features is derived from the original set. Meanwhile, in numerosity reduction, the data are replaced by smaller representations like using data aggregation (Liu et al., 2010; Jha et al., 2012; Dal Pozzolo et al., 2014). Data reduction approaches include dimensionality reduction and numerosity reduction as presented in Fig. 8 (Kamber and Pei, 2012).

5.4. Supports real time detection

Fraud detection systems work in two different modes which are offline detection or online detection that is based on different fraud types. Where there are areas have real time applications which require online fraud detection. For example, a fraud in the online payment application in the credit card area needs immediate detection and response; as well as similar situation happening in an online auction. In contrast, there are applications that require offline detection. Although offline detection does not require instant reaction, yet researchers are still continuously working to optimize the detection process. Online fraud detection should be able to deal with limited resources (time and memory) in ensuring that the detection process works efficiently. Therefore, the efficiency of any proposed online fraud detection solution does not only benefit from the reduced amount of data (as in Section 5.3) but also from the reduced computational complexity of methods used for detection. This paper will focus on online detection, exploring the approaches used to achieve efficient real time detection in an aspect of resources consumption.

6. Fraud areas

Almost any technological system that involves money and services can be compromised by fraudulent acts, for example credit card system, telecommunication system, health care insurance system, etc. (Almeida et al., 2008). Fig. 9 shows the most common areas of frauds. This section is going to address fraud happening to the five most prevalent areas, which are credit card, telecommunication, health care insurance, automobile insurance and online auction areas.

Fig. 10 shows a statistics of published work related to the five fraud areas from 1994 to 2014. From the figure, it is prevalent that bank fraud is the most researched area. Insurance fraud is the third popular area, which has been the main subject of several studies since it may include be infused with other areas such as healthcare insurance fraud, automobile insurance fraud, home insurance fraud and crop insurance fraud. Telecommunication and Internet marketing are the least studied areas during the specified period of time. This survey paper will focus mainly on credit card fraud which is under bank fraud, healthcare and automobile fraud under
The term credit is used to describe the method of buying and selling goods without having money. Credit card is a small plastic card to provide the credit service to customer (Delamaire et al., 2009; Raj et al., 2011). Credit card is very popular and plays an important role in electronic commerce and online money transaction area which is growing every year. As a result of the growing usage of credit card, fraudsters try to find more opportunities to commit frauds that can cause huge losses to cardholders and banks (Sherly and Nedunchezhian, 2010). Credit card fraud is considered as common type of credit fraud (Potamitis, 2013). Credit card fraud takes many forms, existing literatures classify them into several common categories. Lalhe and Azgomi (2009) classify the credit fraud based into:

I. Offline credit card fraud: Happens when the plastic card is stolen by fraudsters, using it in stores as the actual owner. This is an uncommon type of fraud because financial institutions will immediately lock the lost card when cardholders report about the theft.

II. Online credit card fraud: A popular and very dangerous fraud, credit cards’ information are stolen by fraudsters to be used later in online transactions by Internet or phone. Another name for this kind of fraud is “cardholder not present” fraud; whereas the card’s details are given over one of the following methods: Skimming, Site Cloning, Credit Card Generators or phishing (Patidar and Sharma, 2011).

There is another classification for credit card fraud, types into two types, namely application fraud and behavioral fraud. (Delamaire et al., 2009). This classification is based on fraudster’s strategy on committing fraud. Application fraud occurs when fraudsters enter wrong information with the intention of obtaining new credit cards by using false personal information with the intention of never repaying the purchases (Bolton and Hand, 2002). On the other hand, behavioral fraud occurs when fraudsters obtain cardholder details to use them later for sales which are made on a cardholder present basis. These sales include telephone sales and E-commerce transactions, where only the card details are required (Bolton and Hand, 2002). Ghosh and Reilly (1994) categorized credit card fraud into:

1. Lost cards and stolen cards.
2. Counterfeit cards.
3. Theft of cards from the mail or non-receipt of issue (NRI).
4. Mail/telephone order fraud. In such cases, the purchaser is not physically present before the merchant at the time of the transaction, and there is no card imprint that can be obtained as a record of the transaction.
5. Merchant fraud can involve the ‘laundering’ of phony merchant receipts, garnering large sums of money for transactions that never occurred.
6. The cardholder makes purchases on the card for which he/she has no intention of paying. This is called bankruptcy fraud.

Patidar and Sharma (2011) proposed another credit card fraud categorization. It was divided into three categories, which are, traditional card related frauds, merchant related frauds and Internet frauds.

6.1. Credit card fraud detection

Credit card fraud detection is one of the most explored domains of fraud detection (Brause et al., 1999; Bolton and Hand, 2001; Sherly and Nedunchezhian, 2010). Numerous authorization techniques are used to prevent credit card frauds, such as signatures, credit card number, identification number, cardholder’s address, expiry date, etc. However, these techniques are not enough to hinder credit card fraud. Therefore, there is a need to use fraud detection approaches which analyse data that can detect and eliminate credit card fraud (Sherly and Nedunchezhian, 2010). Mostly, the strategy of credit card fraud detection is pattern recognition by analyzing user spending behavior automatically. Customer spending behavior contains information about the transaction amount, time gap since last purchase, day of the week, item category, customer address, etc. Anomaly based fraud detection is mostly used for credit card fraud detection system in which the cardholder’s profile is made up by analyzing the cardholder spending behavior pattern. In doing so, any incoming transaction that is inconsistent with the cardholder’s profile would be considered as suspicious (Malekian and Hashemi, 2013). Profile approaches can be done based on owner approach or operation approach as classified by Chandola et al. (2009). Owner approach is where each credit card user is profiled based on his/her credit card usage history. Any new coming transaction is compared to the user’s profile and suspected as a fraud if it does not match the profile. Meanwhile, operation approach detects fraudulent transactions from transactions taking place at a specific geographic location. On the other hand, misuse detection approach has always been performed to detect credit card frauds, where fraudulent persons’ fingerprints patterns will be used to learn on the credit card FDS (Lei, 2012). Generally, misuse detection approach is seldom employed for credit card FDS or other fraud areas. This is due to its inability to detect new fraud. Therefore, in Table 3 we just focus on anomaly based approach as well as other fraud types.

As we can observe from Table 3, the most frequently used data mining methods to create credit card FDS is the classification method, in specific the neural networks techniques under supervised learning manner.

6.1.2. Credit card fraud detection issues and challenges

A. Concept drift

Credit card area is being addressed mostly by researchers compared to other fraud areas with respect to the concept drift issue. This is because credit card holders always change their behavior that may due to specific circumstance (e.g. Christmas holidays), and in this period, the purchasing power of users will be increased. If FDS does not consider this as normal change, it will be considered as fraudulent behavior and the alarms will be triggered, locking the cardholder’s transaction, leading to the decrease to the bank reputation in the future. Therefore, the credit card FDS needs to discriminate and classify fraudulent and legitimate transactions effectively. Also, credit card FDS must be capable to capture and adapt the drifting behavior of
Table 3
Research on approaches and techniques in credit card FDS.

<table>
<thead>
<tr>
<th>Detection type</th>
<th>Detection tool</th>
<th>Learning approach</th>
<th>Data mining approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anomaly based fraud detection</td>
<td>Decision trees</td>
<td>Supervised</td>
<td>Classification model</td>
</tr>
<tr>
<td></td>
<td>Artificial neural networks</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Hidden Markov model</td>
<td>Supervised</td>
<td>Supervised learning</td>
</tr>
<tr>
<td></td>
<td>Artificial immune system</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Support vector machine</td>
<td>Supervised</td>
<td>Support vector machine</td>
</tr>
<tr>
<td></td>
<td>Genetic algorithm</td>
<td>Supervised</td>
<td>Genetic algorithm</td>
</tr>
<tr>
<td></td>
<td>Fuzzy logic</td>
<td>Supervised</td>
<td>Fuzzy logic</td>
</tr>
<tr>
<td></td>
<td>Self-organizing map algorithm</td>
<td>Supervised</td>
<td>Self-organizing map algorithm</td>
</tr>
</tbody>
</table>

B. Skewed distribution issue (Imbalance class)
Fraudulent credit card transactions have very small percentage of total number of the transactions, which might cause obstructions to the performance of credit card FDS. Particularly, in credit card system, the misclassification of legitimate transaction is causing customer dissatisfaction which is considered more harmful than fraud itself. As we pointed out in Section 5.2, algorithmic level and data level are approaches used for dealing with imbalance class issue. In data level approach, Rymon-tubb and Krause (2011), Sahin and Duman (2011), Bhattacharyya et al. (2011), Phua et al. (2012) and Duman et al. (2013) utilize undersampling for skewed class for credit card fraud detection system. Meanwhile, Stolfo et al. (1997) employed oversampling approached over fraud transaction in pre-processing phase of...
credit card fraud detection system.
On the other hand, **algorithmic level approach** is adopted through the use of cost-sensitive learning method or use learner itself to handle skewed distribution. For example, Sahin et al. (2013) used cost-sensitive classifiers in addressing the class imbalance problem. In addition, Dorrnoro et al. (1997) used nonlinear discriminant analysis (NLDA) neural models to deal with the imbalance class issue. Ju and Lu (2011) adopted improved Imbalance Class weighted support vector machine (ICW-SVM) to treat imbalance credit card transactions data. Bentley et al. (2000) proposed a neural fraud detection system with fraud density map to improve the detection efficiency in context of biased train data due to skewed distribution of data. Pozzolo et al. (2013) proposed to use a racing method to select the most appropriate strategy for a given unbalanced task adaptively. To obtain a high detection rate from imbalance input data, Chen (2006) using a binary support vector system (BSVS) and genetic algorithm (GA). Minegishi and Niimi (2011) proposed the construction of a Very Fast Decision Tree (VFDT) learner that can be applied to imbalanced distribution data streams. Seeja and Zareapoor (2014) proposed FraudMiner model with the ability to handle class imbalance by entering the unbalanced data directly to classifier. Their models present a better result compared to the oversampling technique.

C. Reduce large amount of data
As described earlier, reduced data strongly affect the performance of FDS. It is important in the credit card system because it reduces transaction processing time as well as the complexity in processing a transaction. Credit card attributes are used to decide the cardholders consuming habits which are correlated dramatically with cardholders’ characteristics. On average, there are around 25 attributes found in a credit card, for example Customer income, Customer age, Customer profession, Number of cards used, Credit card type, Credit grade, Credit line, Book balance. Times of using card, Times of overdraft, Time bracket, Times of overdraft, Times of bad debt, Times of overdraft but not bad debt, Card using frequency, Overdraft rate, Growth rate of shopping, Average daily spending etc. To solve this, the use of data reduction approach, namely **dimensionality reduction** and **numerosity reduction** as presented in Section 5.3 is important. **Numerosity reduction approach** as in Whitrow et al. (2008), Krivko (2010), Jha et al. (2012) and Dal Pozzolo et al. (2014) utilize aggregation, which is a nonparametric method for aggregating credit card transactions to capture consumer buying behavior prior to each transaction and uses these aggregations for model estimation to identify fraudulent transactions.

On the other hand, **dimensionality reduction approach** was adopted in credit card FDS through the application of Principal Component Analysis (PCA) (Ju and Lu, 2011) in order to reduce the dimension of credit card training dataset. Furthermore, Sherly and Nedunchezhian (2010) used embedded method for selecting a relevant features to be used in the model, whereas this method is performed as part of ID3 decision tree. Meanwhile, Paasch (2008) and Lei (2012) implemented wrapper approach where subsets of features are found by employing genetic algorithm for global search which find a subset heuristically.

D. Supports real time detection

This section will review the different algorithms used by researchers to support credit card FDS with efficient online detection. The algorithms are selected based on their capability to speed up the online processing of FDS. For example, Kündu et al. (2009) proposed Hybridization of BLAST and SSAHA methods, which are resulted in increasing the speed of processing, which enables online detection of credit card fraud. Sherly and Nedunchezhian (2010) developed online credit card fraud detection using BOAT (Bootstraped Optimistic Algorithm for Tree Construction) algorithm which reduce training time. Quah and Sriganesh (2008) introduced real time credit card fraud detection using self-organization map (SOM) to decipher, filter and analyse customer behavior for detection of fraud. SOM can filter out the number of transactions that need to be sent for review, therefore reducing the overall processing time, cost and complexity. Minegishi and Niimi (2011) proposed credit card fraud detection using online type decision tree construction and verification of generality, known as Very Fast Decision Tree (VFDT).

6.2. Telecommunication fraud

Telecommunication fraud is a problem that has grown dramatically over the past 10 years (Tawashi, 2010). Fraud in mobile telecommunications is a complex and dynamic problem for telecommunication operators. This is because these frauds threaten both the prepaid and post-paid services. In addition, fraud can be committed to fixed and mobile telephone lines (Held et al., 2001). Fixed line fraud is committed against telephone companies; this as fraudster gain access to switchboard and sell other people ability to make calls through the switchboard (Action Fraud, 2015). Mobile fraud is unauthorized use, tampering or manipulation of a cellular phone or service. Generally, the main goal behind commit fraud in both types of telecommunication (fixed line, mobile line) is to gain services and calls by illegal ways (Held et al., 2001).

Based on global fraud loss survey announced by Communications Fraud Control Association (CFCA), in 2013, a fraud loss was recorded at $46.3 billion USD, a 15% increase from 2011. As a percent of global telecom revenues , fraud losses are approximately 2.09% —a 0.21% increase from 2011(CFCA, 2013). This is due to the large number of telecommunication fraud recorded from different categories.

Cossett and Hyland (1999) grouped telecommunication fraud into four categories:

- **Contractual fraud:** fraudster uses telecommunication services with no intention to pay the service charge; for example subscription fraud and Premium Rate fraud.
- **Hacking fraud:** fraudsters in this category breached the systems of business and take advantage of available resources illegally. Examples of such fraud are PBX (Private Automatic Branch Exchange) fraud and network attack.
- **Technical fraud:** fraudsters in this category capitalize on weaknesses exist in mobile system technology. Such fraud needs high technical knowledge. Examples of such fraud are Cloning and Technical Internal fraud.
- **Procedural fraud:** frauds under this group involved attacks against the procedures implemented to reduce the risk of exposure to fraud, and often attack the weaknesses in the business procedures used to grant access to the system. Examples of such fraud are Roaming fraud, Voucher ID duplication, and Faulty vouchers.

On the other hand, Cortesão et al. (2005) classifies telecommunication fraud according to three areas which are:

- **Motive:** the main reason behind commit fraud.
- **Means:** the nature or form of the fraud used to satisfy the motive.
- **Methods:** the facilities and tools that are used to commit fraud.

There are many types of frauds that threaten the telecommunication sectors, which are considered as the most popular fraud area. It is estimated that more than 200 variants of telecom
fraud exist in the telecommunications industry (Tsung et al., 2007). There are many literatures that address these frauds (Ghosh, 2010). Table 4 summarizes and lists the most studied telecom frauds by researchers.

Subscription fraud and superimposed fraud are the most prevalent types of telecom frauds. Therefore, they are addressing frequently in the literature compared to others types of telecommunication fraud.

### 6.2.1. Telecommunication FDS

Anomaly based fraud detection is usually used for telecommunication FDS. Each subscriber's extracted profile based on his/her CDR patterns are used to detect abnormal behaviors. These profiles are based either on CDR (e.g., number of calls, call duration, call type) or subscriber demographic properties (e.g., age, gender, region) or both. CDR is very useful in extracting user behavior (Farvaresh and Sepehri, 2011). Telecommunication FDS based on profile approach relies on a comparison of recent and long term behavior histories derived from the toll ticket data. If there is a significant change in the pattern, the alarms will be triggered (Held et al., 2001). Table 5 shows research done on the approaches and techniques used in telecommunication FDS.

As we can observe in Table 5, a hybridization of supervised techniques and unsupervised techniques have been used in order to obtain the best results. For example, Taniguchi et al. (1998)* first used a feed-forward neural network based on supervised learning to learn a discriminative function and classify subscribers by using summary statistics. Then, Gaussian mixture model is used to model the probability density of subscribers' past behavior so that the probability of current behavior can be calculated to detect any abnormalities from past behavior. Lastly, Bayesian networks are used to describe the statistics of a particular user and the statistics of different fraud scenarios. Aside from that, there are cases where multiple supervised techniques have been combined together, such as research by Held et al. (2001)* that used fuzzy rules and neural networks.

### 6.2.2. Telecommunication FDS issues and challenges

#### A. Concept drift

Customer call data are categorized permanently under concept drift due to many reasons, one of them being customers change their behaviors due to the introduction of new services introduced by telecommunication companies. The consequences of ignoring concept drift when mining for classification models can be catastrophic (Black and Hickey, 2002). In telecommunication area, the most current adaptive FDSs are based on evolving learner approach to detect drift; specially using base model specific technique. For example, the study by Fawcett and Provost (1997) is considered one of the earliest study that addresses adaptive FDS. Proposed adaptive fraud detection system has been applied to the problem of detecting cellular cloning fraud based on a database of call records. This paper presents a framework that has been used the rule based method. Which it works through generating the indicators (features) to use automatically by monitors (models) in order to detect a fraud and launch alarms. Sanver and Karahoca (2009) designed adaptive fraud detection model by utilizing an adaptive neuro-fuzzy inference system in mobile telecommunication networks. The proposed model achieved high precision of fuzzy based classification system and adaptability (backpropagation) property of neural networks in classification of data. Akhter and Ahamad (2012) developed adaptive telecommunication fraud detection model by using combination of neural, rule based and case based technology. Saravana et al. (2014) proposed a model using Naive–Bayesian classification to calculate the probability and an adapted version of KL-divergence to identify the significant difference between a normal user and a suspected user on the basis of subscription.

On the other hand, Jiang et al. (2007) and Tsung et al. (2007) built regulated based adaptive telecommunication FDS that detects drift through the use of statistical process control SPC technique. The primary advantage of using this technique is it has low resources complexity (time and memory) compared to other regulated learner approach in detecting concept drift.

---

*Note: References to Table 4 and Table 5 are provided as placeholders. The actual tables should be included in the document for completeness.
A. Abdallah et al. / Journal of Network and Computer Applications 68 (2016) 90–113

B. Skewed Class Distribution (imbalanced class)

The number of existing studies that handle imbalanced class in customers call data are quite small. For example, data level method has been used in Farvaresh and Mehdi (2011) by employing undersampling approach to balance between fraudulent and legitimate users. Meanwhile, Held et al. (2001) adopted oversampling approach. In order to avoid biasing the neural network towards the legitimate samples, the study made on the fraudulent samples repeated three times.

C. Reduce large amount of data

There are several benefits of dimensionality reduction for telecommunication data since its datasets have a large number of features. Usually, dataset in telecommunication area consists of Call Detail Records (CDR) which cover the customers numbers of caller and called, date and time when the call was made and call duration (Augustin et al., 2012). Normally, the total numbers of features in that record are around 56 features for each record. Hence, data reduction strategies have been performed widely for telecommunication FDS. For instance, in numerosity reduction approach, Hilas and Sahalos (2006) accumulate characteristics of data for anomaly intrusion detection in wireless cellular networks. In this study, each user’s itinerary was modeled as an nth-order Markov source. Meanwhile, Dong et al. (2004) proposed feature extraction method named GPCA based on IG (information gain) PCA to improve SVM accuracy and training time. Furthermore, Kim et al. (2003) used feature selection and extraction to discover indicators corresponding to changes in behavioral characteristics of fraud. Hilas (2009) performed feature extraction to dimension reduction using classical time series analysis.

D. Supports real time detection

Supporting real time detection in telecommunication system is a big challenge. This is because normal profiles are usually extremely difficult to build due to the continuous mobility of end users (Sun et al., 2006). Therefore, researchers in this area aim to propose an FDS having the ability to respond quickly to user mobility and in the same time, qualified enough to detect fraudulent activities rapidly. Delay in the detection of telecommunication fraud might lead to intolerable losses and potential exploitation by fraudsters. As a matter of fact, there is no common approach to follow in order to apply the desired characteristics except using appropriate algorithms as presented in Section 5.4. Further, in telecommunication area, there is another method that supports real time detection using mobility management mechanism as accomplished by Sun et al. (2006) and Al-Fayoumi and Shilbayeh (2013). Meanwhile, Krenker et al. (2009) proposed a system for mobile-phone fraud detection based on a bidirectional artificial neural network (bi-ANN). The proposed system has the ability to detect fraud not only using offline processing, but also in real time. Furthermore, Freyman (2008) supported real time telecommunication FDS based on a stochastic generative mode and EM algorithm, which is trained in an incomplete data setting and is further refined with gradient-based discriminative training, which considerably improved the results.
6.3. Healthcare insurance fraud

Nowadays, healthcare insurance systems have become the main concern of modern life. These systems are working to support people with low income to pay the high costs of healthcare (Yang and Hwang, 2006). As a consequence, this system is being a target for fraudsters and busters. Global Fraud Study (2012) presents the financial losses for hundred countries due to healthcare fraud. For example, it is estimated that between $600 and $850 billion annually is lost to fraud, waste, and abuse in the US healthcare system, with $125 to $175 billion of this amount is due to fraudulent activity (Kelley, 2009). The healthcare system is so complex and confusing to most people. It consists of many rules and regulations. In addition, the system contains many parties such as physician, insurance company, insurance and health center. The complicated systems and regulations make it harder to discover fraudulent activities. There could be many kinds of frauds and they vary depending on their natures and positions in this system (Chen and Gangopadhyay, 2013). For instance, Sparrow (2000) classified healthcare insurance fraud types based on two different methods: hit-and-run and steal a little, all the time. In hit-and-run method, fraudsters simply submit many fraudulent claims in short time, receive payment, and disappear. While in steal a little, all the time method, fraudsters work to ensure fraud goes unnoticed and bill fraudulently over a long period of time. The most common known healthcare fraud types are listed in Table 6 (Kirlidog and Asuk, 2012; Thornton et al., 2013):

From these categories, based on statistics provided by Liu and Vasarhelyi (2013), Phantom claims fraud, Duplicate claims fraud and Kickbacks fraud were the most popular issue among researchers compared to other healthcare frauds.

6.3.1. Healthcare insurance fraud detection system

Raw data for healthcare fraud detection came mostly from insurance claims (e.g. information about the participation of an insurance subscriber and a service provider), general practitioners data (e.g. age, gender, etc.), or clinical-instance data (e.g. measuring blood pressure, examining respiration, and medicine treatment) (Liu and Vasarhelyi, 2013). Recently, research trend in the healthcare FDS uses zip or geolocation data of providers and their participations (Musal, 2010; Liu and Vasarhelyi, 2013). FDS of healthcare insurance is similar to the telecommunication and credit card, from the context of using supervised technique, unsupervised technique, or hybrid of unsupervised and supervised technique, as in Table 7.

As we can see from Table 7, healthcare fraud detection system is similar to telecommunication system in terms of using supervised approaches fundamentally for designing fraud detection models.

6.3.2. Healthcare fraud detection issue and challenges

A. Concept drift

In health care insurance area, the fraudsters tend to change their behavior of committing the fraud. On the other hand, the behavior of legitimate insured is changing due many health circumstances. This could lead to misclassification, which by classifying the legitimate insured as fraudster and vice versa. There are few studies that addressed concept drift in healthcare insurance FDS that evolve based on adaptive FDS. For example, Yamanishi et al. (2004) proposed SmartSifter as a program for online unsupervised outlier detection using finite mixtures with discounting learning algorithms, and the proposed model is adapted to non-stationary sources of data. Yang and Hwang (2006) designed a process-mining framework that utilizes the idea of clinical pathways to facilitate the automatic and systematic construction of an adaptable and extensible detection model. Lu et al. (2006) introduced an adaptive fraud detection method successfully identified actual fraudsters among real health and auto insurance data. They used Adaptive Benford’s Law, which is a digital analysis technique combined with a reinforcement learning technique. The adaptive approach is based on deviations from the expected Benford’s Law distributions as an indicator of anomalous behavior.

B. Reduce large amount of data

Healthcare systems are rich with amount of raw data since they come from many sources. That raw data are high dimensional in nature and could include hundreds of attributes. The mostly used raw data in health care fraud detection are: insurance claims data, e.g. participation of an insurance subscriber and a service provider; general practitioners data, e.g. information of service providers; and clinical instance data, e.g. patient treatment measuring blood pressure, examining respiratory, medicine treatment (Liu and Vasarhelyi, 2013). There are healthcare FDSs that employed all these data in their detection procedure, others use only some of the available raw data. Therefore, the number of features used for healthcare fraud detection can range from several to fifty. In the healthcare system, the features are usually identified manually by domain experts (Li et al., 2008; Ortega and Ruiz, 2006). This article will focus only in the automatic approaches that are used to reduce data amount. In this case, dimensionality reduction approach has been used in several studies, for example, Chen and Gangopadhyay (2013) applied this approach by proposing dimension reduction method which is spectral clustering to reduce the dimension of healthcare data. The proposed spectral clustering method is able to analyze and discover the relationships between physicians and their references. Meanwhile, Ng et al. (2010) applied propositionalization approaches to spatio-temporal health data. This approach uses systematic feature construction/extraction

---

<table>
<thead>
<tr>
<th>Table 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Types of healthcare insurance fraud.</td>
</tr>
<tr>
<td>Fraud</td>
</tr>
<tr>
<td>Phantom claims</td>
</tr>
<tr>
<td>Duplicate claims</td>
</tr>
<tr>
<td>Bill padding</td>
</tr>
<tr>
<td>Upcoding</td>
</tr>
<tr>
<td>Unbundling</td>
</tr>
<tr>
<td>Excessive or unnecessary Services Kickbacks</td>
</tr>
<tr>
<td>Claims in short time</td>
</tr>
<tr>
<td>Unpaid installments</td>
</tr>
<tr>
<td>Incorrect dates</td>
</tr>
<tr>
<td>Medications without examination</td>
</tr>
<tr>
<td>Excessive numbers of small bills</td>
</tr>
</tbody>
</table>

---
C. Supports real time detection

Types of automobile insurance fraud.

**Table 8**

<table>
<thead>
<tr>
<th>Fraud</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ditching</td>
<td>The perpetrators work to dispose of their vehicles to gain funding from insurers.</td>
</tr>
<tr>
<td>Past posting</td>
<td>The fraudsters try to get the compensation from insurers based on old accidents occurred before they obtain the insurance.</td>
</tr>
<tr>
<td>Vehicle repair</td>
<td>This scheme involves the billing of new parts on a vehicle when used parts were actually used as replacements.</td>
</tr>
<tr>
<td>Vehicle smuggling</td>
<td>The cheaters go to buy a vehicle with high price. The vehicle is put under an insurance policy to the maximum, with minimum deductible theft coverage. After that, the cheaters go to transfer the vehicle to another port and report the stolen case to collect money from the insurance company.</td>
</tr>
<tr>
<td>Phantom vehicles</td>
<td>Insurance issued for fake, non-existing vehicles.</td>
</tr>
<tr>
<td>Staged accidents</td>
<td>The fraudsters organize some kind of car accident to launch fake claims in order to obtain financial compensation of insurers.</td>
</tr>
<tr>
<td>Vehicle Identification Number (VIN) switch</td>
<td>The damaged vehicle is sold and a fraudulent claim is made while it is being repaired. Originally, the insurance beneficiary replaces the Vehicle Identification Number with stolen vehicle which has the same specifications. This means there are two different vehicles having the same insurance policy and one vehicle Identification Number.</td>
</tr>
<tr>
<td>Rental car fraud</td>
<td>A person does not need to own a vehicle to commit automobile fraud. There are several schemes that can be perpetrated using rental cars. The most prevalent involve property damage, bodily injury, and export fraud.</td>
</tr>
</tbody>
</table>
(2002) stated that the audit strategy is not perfect, and claims may be misclassified. Instead, the authors tend to exploit statistical analysis to detect fraud. Šubelj et al. (2011) utilized Iterative Assessment Algorithm (IAA), a social network that is used to detect fraud. Their methodologies do not need any labeled data. Brockett et al. (1998) used Kohonen’s self-organizing feature map to uncover automobile bodily injury claims fraud. Wen and Wang (2005) employed multinomial logit (MNL) and nested logit (NL) models to estimate the influence of the insured and claim characteristics on the probability of committing fraud. Artís et al. (2002) and Dionne (1997) proposed a logit model for fraud detection, taking into account misclassification of the type of claim. Weisberg and Derrig (1998) proposed a multiple linear regression model to select indicators of different types of fraud suspicions. Derrig and Ostaszewski (1995) used fuzzy set techniques to classify claims. Vïaene et al. (2005) showed the explicative capabilities of neural network classifiers with automatic relevance determination weight regularization, and reported the findings from applying these networks for personal injury protection automobile insurance claim fraud detection. The automatic relevance determination function has played an important role in the success of this proposed model since feature selection is a big concern in automobile fraud detection system, as several authors also addressed this issue. We will go in depth on this discussion in Section 6.2.4.

6.4.2. Automobile insurance fraud detection system issues and challenges

Automobile insurance fraud area has specific characteristics as well as specific challenges. For example, real time support for detection challenge in the credit cards area does not exist in the automobile insurance area.

A. Skewed distribution

Only a small portion of accidents participate in fraudulent (skewed class distribution) cases making them extremely difficult to detect. Data level method has been used under the sampling approach as in Šubelj et al. (2011) and Pérez et al. (2005). Hofmann (2012) conducted a comprehensive survey and comparison of data level methods (SMOTE, undersampling, oversampling) against algorithms level techniques over automobile insurance fraud.

B. Reduce large amount of data

Ordinarily, automobile insurance can cover some or all of the following parties: the insured party, the insured vehicle, third parties involved (e.g. property damage and bodily injury), personal injury protection, bodily injury liability and so on. Automobile insurers claims data set is used for fraud detection which consists of thousands of claim observations with around 90 features that could be categorised into: Policy Information; Claim Information...
e.g. Accident date, Report date and Type of injury; Outpatient Medical Provider Information e.g. Provider type and Amount billed; Attorney Information; Claim Handling Information e.g. Type of investigation and Result of Investigation (D’Arcy, 2005).

In automobile insurance FDS for data reduction, dimensionality reduction approach is mostly used. For instance, (Ai et al., 2009; Brockett et al., 2002) used Principal Component Analysis (PCA) for dimensionality reduction of a personal injury protection insurance claims data set from the Automobile Insurance Bureau. Viaene et al. (2005; 2004) utilized automatic relevance determination (ARD) weight regularization for personal injury protection automobile insurance claim fraud detection. The ARD objective function hyper parameter scheme provides a means for soft input selection as it allows the determination of which predictor variables are most informative. Xu et al. (2011) employed rough set reduction to generate a set of reductions which can keep the consistency of the automobile insurance dataset.

6.5. Online auction fraud

As E-commerce develops rapidly, online auction is also becoming more popular. Auction websites such as Yahoo and eBay have been growing at a considerable rate (Liaw et al., 2006). An online auction is one of the most popular profit Internet business models, because online auction activities are not constrained by time or physical store locations. Flexible use and vast profit gained from the activity attract offenders to defraud in order to cash on the lucrative online trading market. The Internet Complaint Center reported that online auction is one of the top two most dangerous Internet crimes in recent years, putting online auction participants at big risk (Chang and Chang, 2012). Online auction frauds have been classified into six categories by the Internet Fraud Complaint Centre (IFCC) which is: 1) non-delivery of goods, 2) mis-representation of the items, 3) triangulation, 4) fee staking, 5) selling of black-market goods, 6) multiple bidding and shill bidding. Fraud categories number 5 and 6 can be termed as cheating (Jenamani et al., 2007). Dong et al. (2009) classified the types of online auction fraud based on time periods into three categories in which the fraudulent behavior can take place: pre-auction, in-auction and post-auction which is probably the most prevalent fraud type in online auction. Generally, online auction FDS procedure consists of two basic steps: (1) construct features which extract user profiles and transaction histories of suspended accounts in order to discriminate between legitimate trader and fraudster; and (2) build a detection model based on these constructed features (Chang and Chang, 2012; Chang and Lee, 2012; Chau et al., 2006). Classical classification algorithm is adopted by researchers in building the detection model, especially decision trees (Shao et al., 2002). Table 11 lists data mining techniques used by both trends of research. Agent-based trust management schemes handle trust and identity problem by using multiple interacting intelligent agents (Ba et al., 2003; Jaiswal et al., 2004; Wang et al., 2004).

The table shows that most researchers use decision tree technique under the classification approach for building online auction FDS.

6.5.1. Online auction fraud detection system

Online auction fraud is increasing rapidly, therefore several detection schemes are used by researchers. Aleem and Antwi-Boasiako (2011) are grouping the schemes into three; feedback anomaly detection schemes, data mining schemes and agents based-trust management schemes.

Feedback anomaly detection schemes uses a reputation system which is an available countermeasure for buyers to evaluate a seller’s credit. The mechanism is scoring the reputation of the trader by accumulating the feedbacks from trading partners. For example, positive feedbacks will increase the accumulated score by 1 while negative feedback lowers the accumulated score by 1 (Chang and Chang, 2011). Feedback scheme has been used extensively in the past for online auction fraud detection, but it is ineffective; it is easy to manipulate and create fake overrated reputations (Chau et al., 2006; Chang and Chang, 2011; Aleem and Antwi-Boasiako, 2011).

Data mining schemes are widely used now to detect online auction fraud. Generally, online auction FDS procedure consists of two basic steps: (1) construct features which extract user profiles and transaction histories of suspended accounts in order to discriminate between legitimate trader and fraudster; and (2) build a detection model based on these constructed features (Chang and Chang, 2012). Classical classification algorithm is adopted by researchers in building the detection model, especially decision trees (Shao et al., 2002). Table 11 lists data mining techniques used by both trends of research. Agent-based trust management schemes handle trust and identity problem by using multiple interacting intelligent agents (Ba et al., 2003; Jaiswal et al., 2004; Wang et al., 2004).

6.5.2. Online auction fraud detection system issues and challenges

A. Concept drift

Adaptive FDS that handles concept drift is frequently considered in many studies of online auction system. Adaptive FDS works in monitoring the behavior of a bidder's account to determine if he/she is a fraudster, and then updates detection model based on returned result. In online auction area, the concept drift issue is tackled by numerous authors. One of the adopted adaptive FDS method is based on regulated learner approach which uses the monitoring distribution of profiles technique. In their detection models, (Chang, 2009; Chang and Chang, 2010, 2011) schemed the profiling phased method of fraudster history where this method can detect fraud as early as possible. In addition, the profiling phased method shows possible patterns of behavior changes in successive phases by using specific clues (features) in the transaction histories of online auctions. Furthermore, their

<table>
<thead>
<tr>
<th>Types of online auction fraud.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Fraud type</strong></td>
</tr>
<tr>
<td>Competitive shilling</td>
</tr>
<tr>
<td>Bid shielding</td>
</tr>
<tr>
<td>Non-delivery of goods</td>
</tr>
<tr>
<td>Multiple bidding</td>
</tr>
<tr>
<td>False bids</td>
</tr>
<tr>
<td>Bid shading</td>
</tr>
<tr>
<td>Credit card phantom</td>
</tr>
</tbody>
</table>
proposed models have the capability to deal with inconsistent features of fraudster's problem by hybrid phased models developed in which every single account contains all fraudster features in all various predefined phases.

In contrast, Xu et al. (2009), Ford et al. (2012) and Tsang et al. (2014) proposed evolving based adaptive FDSs for online auction that rely on base learner techniques. Xu et al. (2009) proposed a real time model checking method for detecting abnormal bidding behaviors. This model will be updated as the auction state changes with new bids and time. Ford et al. (2012) designed a real time self-adaptive classifier for identifying suspicious bidders in online auctions by using an incremental neural network approach. Tsang et al. (2014) mitigated the changes in fraudulent behavior issue by proposing a shill detection framework that uses agent to generate synthetic data set of arbitrary types of fraud. Then, the generated data are passed to supervised methods of neural network and decision trees to detect shilling fraud.

B. Skewed distribution

In auction data, skewed distribution exists when the number of legitimate actions exceeds the number of fraudulent actions; that make the classification accuracy of users to fraudulent or legitimate is extremely weak. Chau and Faloutsos (2005, Chang and Chang (2011), Almendra (2013) and Tsang et al. (2014) applied undersampling balanced approach for online auction fraud detection system.

C. Large amount of data

Reducing data in online auction systems is a significant task, because the auction data come from different source such as data of bidder account, bidder transactions, network level data, or feedback reputation system data (Tsang et al., 2014). The data that come from all resources are extremely valuable and need to be included in the detection process. These data include features that represent bidder account like Auction Count, Reputation, Bid Amount, Excess Bid and so forth (Tsang et al., 2012). Meanwhile, feedback reputation system contains rating scale from 1 to 5, or using several measures (friendliness, prompt response, quality product, etc.), or averaging rather than totalling feedback scores (Resnick et al., 2000). Therefore, researchers in this area give their utmost effort to reduce data through the use of different dimensionality reduction or numerosity reduction approach. For example, Liu et al. (2010) aggregated third parties' feedbacks on the sellers. Meanwhile, Almendra (2013) used aggregation to obtain product categories for several years.

Tsang et al. (2014) improved the detection model performance by selecting the features based on the results from correlation analysis and Principal Component Analysis (PCA) to discover which attributes were redundant, or which values were similar across all users. Almendra and Enachescu (2011) reduced the number of features by implementing forward selection procedure using an SVM classifier with a linear kernel. Chau and Faloutsos (2005), and Chang and Chang (2010, 2012) defined relevant features by using filter approach which provides a measurement of the features usefulness in discriminating the fraudulent and legitimate classes.

D. Supports real time detection

In online auction, instantaneous support and detection is extremely important (Chang and Chang, 2012). In this context, Ford et al. (2012) presented a real time self-adaptive classifier framework which is fast enough to be utilized in a real time environment. In the same area, Xu et al. (2009) designed a technique to detect shilling behaviors in live online auctions.

In online auctions, the earliness of detection is supported by Chang (2009) and Chang and Chang (2011, 2012) through proposed novel two stage phased modeling framework that integrates hybrid phased models with a successive filtering procedure to identify latent fraudsters by examining the phased features of potential fraudsters’ lifecycles. The main idea behind this method is phasing the transaction history of trader to detect latent fraud.

In this method, 100% phase indicates the full transaction history of trader, and 80% phase indicates 80% transaction history of the trader. Meanwhile, M (100%) is a detection model learned by 100% Phase. They argued that in M (100%), fraud transaction history can be easily identified, but may not identify a potential fraudster during the latency period. Therefore, they tend to use other phased detection models built in earlier phases. If the phased model matched a suspect account’s behavior, then a fraud alarm should be triggered. In online auction, Chiu et al. (2011) also presented a feasible method to detect fraudulent accounts using social network analytical metrics and data-mining approaches. This method is effective and works almost instantaneously with an acceptable classification accuracy rate.
7. Discussion and analysis

In previous sections, we addressed the 5 areas of frauds (credit card fraud, medical insurance fraud, automobile insurance fraud, online auction fraud and telecommunication fraud), while in each domain, we highlighted the most common fraud types. Further, we defined the detection approaches and techniques. In addition, the existing challenges (concept drift, supports real time detection, skewed distribution, and large amount of data) for each domain and how they have treated were presented.

As FDS faced many challenges in every area, authors are trying to alleviate these challenges in their proposed FDS by using appropriate methods and approaches. From previous sections, it is obvious that FDS challenges have been treated efficiently. This is due to the characteristics of the work in those areas of fraud, for instance, concept drift challenge has made severe impact on real time (online) services such as credit card, telecommunication and online auction areas. In contrast, healthcare insurance area and automobile area do not suffer much from this issue because they have slight dynamism and work offline. Fig. 11 illustrates our observation on the relationship between FDS challenges and fraud areas using number of studies made to handle such challenges. As evident, concept drift issue received great attention in credit card fraud and online auction fraud areas. The same case applies for handling skewed distribution issue, this matter was covered extensively in credit card fraud area compared to other fraud domains. On the other hand, large amount of data issue has gained considerable concern by researchers from all areas of fraud particularly in health care fraud and online auction fraud. Lastly, supports real time detection issue obtained a fair portion of consideration in online auction fraud, credit card fraud and telecommunication fraud. This is due to online credit card and online auction areas require immediate fraud detection, thus numerous studies try to come up with FDS that support real time detection efficiently. Also, from Fig. 11, we see that credit card area is the most researched area for all types of fraud among the five areas selected.

It should be highlighted that, issues and challenges faced by the fraud detection system are not limited to those that have been highlighted in this paper. There are also other challenges that obstruct the performance of FDS, for example, overlapping class challenge, noisy data challenge and misclassification cost-issue. These challenges have negative impacts to FDS, such as creating improper and complex detection model with weak predictive accuracy.

- Overlapping data

Overlapping data is a phenomenon that occurs when the fraudulent transaction looks as legitimate transaction and vice versa. This is because the fraudsters try every time to make their transaction very similar to normal transaction in order to mislead the FDS and reduce the detection rate (Kim and Kim, 2002; Travaille et al., 2011). Therefore, the treatment for overlapping data should be considered when designing FDS; that might be achieved by choosing suitable classifier and proper option as (Chen et al., 2005) in credit card fraud detection.

- Noisy data

Fraud data set tend to be noisy, incomplete and inconsistent. Therefore, most researchers attempt to apply data cleansing routines to smooth out noisy data, complete missing values and correct inconsistencies in the data (Kamber and Pei, 2012). Since filling up missing data is considered as a kind of treatment for a noisy data, many researchers handled noisy data issue in the preprocessing stage before the detection process. In fraud detection system, there are several data smoothing techniques available to filter out the noisy data. This type of data will negatively affect the effectiveness and efficiency of a classifier as well as reducing its predictive accuracy (Philip and Sherly, 2012). There is another approach used to treat noisy data which is human inspection to detect suspicious values (Yang and Hwang, 2006). In telecommunication area, Baharim et al. (2008) has presented the leveraging missing values method using the Naïve–Bayes approach posterior to rule-based classifier to analyse the probability of corrupted and missing values in CDR, which then consequently led to the discovery of usable record that lies in rejected CDR. Lu and Boritz (2005) took into account the missing data over the proposed fraud detection model in healthcare area. They utilised an Adaptive Benford algorithm which tunes the distribution of digit frequencies to account for any missing data cut-off and produces a threshold cut-off for various ranges of digits.

- Misclassification cost

Misclassification cost is the error costs of false positive (genuine transaction identified as fraudulent transaction) and false negative (fraudulent transactions not identified). Misclassification costs (false positive and false negative error costs) are unequal, uncertain, can differ from instance to instance, and can change over time. In fraud detection, a false negative error is usually more costly than a false positive error (Phua et al., 2005). In the FDS literature, the misclassification cost-issue is tackled through reducing the costs of losses by maximizing the percentage of correct classification of fraudulent transactions while minimizing the false ones. For example, in credit card area, Sahin et al. (2013) designed a new cost-sensitive decision tree approach which minimizes the sum of misclassification costs. In the same area, Duman and Ozcelik (2011) handled misclassification problem by combined meta-heuristic approaches, namely the genetic algorithms and scatter
search. In the automobile insurance fraud detection area, Vaina et al. (2007) used cost-sensitive approach to analyse the effects of taking into account information on damages and audit costs early on in the screening process.

8. Conclusion

Fraud cases have increased in recent years, particularly in important and sensitive technical areas. Hence, there is a dire need to combat fraud. Fraud prevention and detection are the proper protection mechanism against fraud. Fraud prevention alone is not sufficient. Fraud detection is proposed to protect vital services in the technical systems. This survey article has explored the state-of-the-art fraud detection systems in five areas of fraud. Furthermore, the fraud detection approaches and techniques have been categorized and reviewed. Which it is noticed that most fraud detection systems in all areas use supervised approach. In addition, the most commonly used fraud detection technique is artificial neural networks (ANN), support vector machines (SVM), rule-induction techniques, decision trees, logistic regression, and meta-heuristics such as genetic algorithms. These techniques can be used alone or combined with an ensemble or meta-learning techniques to build strong detection classifiers. Next, the challenges that hinder the performance and efficiency of fraud detection systems were discussed. It is observed that each fraud area has its specific characteristics and faces different challenges. For example, supports real time detection issue that is crucial in the credit cards area is not important for the Automobile insurance area. Lastly, another set of challenges that obstruct the performance of FDS are highlighted, namely, overlapping class, noisy data and misclassification cost-issues. The impacts of these challenges to FDS are improper model construction and extremely complex detection model with weak predictive accuracy.
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